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ABSTRACT
Continuous Integration (CI) is a software development practice
that leads developers to integrate their work more frequently. Soft-
ware projects have broadly adopted CI to ship new releases more
frequently and to improve code integration. The adoption of CI
is motivated by the allure of delivering new functionalities more
quickly. However, there is little empirical evidence to support such
a claim. Through the analysis of 162,653 pull requests (PRs) of 87
GitHub projects that are implemented in 5 different programming
languages, we empirically investigate the impact of adopting CI
on the time to deliver merged PRs. Surprisingly, only 51.3% of the
projects deliver merged PRs more quickly after adopting CI. We also
observe that the large increase of PR submissions after CI is a key
reason as to why projects deliver PRs more slowly after adopting
CI. To investigate the factors that are related to the time-to-delivery
of merged PRs, we train regression models that obtain sound me-
dian R-squares of 0.64-0.67. Finally, a deeper analysis of our models
indicates that, before the adoption of CI, the integration-load of the
development team, i.e., the number of submitted PRs competing
for being merged, is the most impactful metric on the time to de-
liver merged PRs before CI. Our models also reveal that PRs that
are merged more recently in a release cycle experience a slower
delivery time.
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1 INTRODUCTION
The increasingly user demands for new functionalities and per-
formance improvements rapidly changes customer requirements
and turn software development into a competitive market [37]. In
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this scenario, software development teams need to deliver new
functionalities more quickly to customers to improve the time-to-
market [10, 23]. This faster delivery may lead customers to become
engaged in the project and to give valuable feedback. The failure
of providing new functionalities and bug-fixes, on the other hand,
may reduce the number of users and the project’s success.

The agile methodologies, such as Scrum [30] and Extreme Pro-
gramming (XP) [1], brought a series of practices with the allure of
providing a more flexible software development and a faster deliv-
ery of new software releases. The frequency of releases is one of
the factors that may lead a software project to success [3, 38]. The
release frequency may also indicate the vitality level of a software
project [7].

In order to improve the process of shipping new releases, i.e.,
in terms of software integration and packaging, Continuous Inte-
gration (CI) appears as an important practice that may quicken
the delivery of new functionalities [23]. In addition, CI may reduce
problems of code integration in a collaborative environment [33].

The CI practice has been widely adopted by the software com-
munity [11] in open source and industrial settings. It is especially
important for open source projects given their lack of requirement
documents and geographically distributed teams [33]. To the best of
our knowledge, no prior research empirically verified the impact of
CI on the time that is needed to deliver new software functionalities
to end-users.

Existing research has analyzed the usage of CI in open source
projects that are hosted inGitHub [19, 33, 34]. For instance, Vasilescu
et al. [34] investigated the productivity and quality outcomes of
projects that use CI in GitHub. They found that projects that use CI
merge pull requests (PRs) more quickly when they are submitted
by core developers. Also, core developers discover a significantly
larger amount of bugs when they use CI. According to Ståhl and
Bosch [32], CI may also improve the release frequency, which hints
that software functionalities may be delivered more quickly for
users. Additionally, Zhao et al. [40] studied the impact of CI on
development practices, such as code writing and submission, issue
and pull request closing, and testing practices. The authors observe
that practices such as “commit often” and “commit small” are indeed
employed after the adoption of CI. However, the growing trend of
closed issues slow down after the adoption of CI.

Nevertheless, little is known about whether CI quickens the
delivery of new merged PRs to end users. This is an important
investigation, since delays in releasing software functionalities can
be frustrating to end-users because they are most interested in
experiencing such new functionalities.

In this matter, our work empirically analyzes whether CI im-
proves the time-to-delivery of new Pull-Requests (PRs) that are
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submitted to GitHub projects. GitHub provides an opportunity to
investigate the impact of CI on the time to deliver new PRs. GitHub
is considered themost popular version hostingworldwide [15], with
more than 14 million of registered users, a wide variety of projects
of different programming languages, sizes and characteristics. Our
study investigates the impact of adopting CI in 87 GitHub projects
that are implemented in 5 different programming languages.1 We
analyze a total of 162,653 PRs with 39,110 PRs before and 123,543
PRs after the adoption of CI. In particular, we address the following
research questions:
• RQ1: Aremerged pull requests releasedmore quickly us-
ing continuous integration? Interestingly, we find that the
time to deliver PRs is shorter after the adoption of CI in only
51.3% of the projects. In addition, we find that in 62 (62/87) of
the studied projects, the merge time of PRs is increased after
adopting CI.
• RQ2:Does the increased development activity after adopt-
ing CI increases the delivery time of pull requests? We
find that there exists a considerable increase in the number of
PR submissions and in the churn per releases after adopting
CI. The increased PR submissions and churn are key reasons
as to why projects deliver PRs more slowly after adopting
CI. 71.3% of the projects increase the rate of PR submissions
after adopting CI.
• RQ3:What factors impact the delivery time after adopt-
ing continuous integration? Our models indicates that,
before the adoption of CI, the integration-load of the devel-
opment team, i.e., the number of submitted PRs competing
for being merged, is the most impactful metric on the deliv-
ery time of PRs before CI. On the other hand, our models
reveal that after the adoption of CI, PRs that are recently
merged in a release cycle are likely to have a slower delivery
time.

Paper organization. The rest of this paper is organized as fol-
lows. In Section 2, we present the necessary background definitions
to the reader. In Section 3, we explain the design of our empirical
study. In Section 4, we present the results of our empirical study,
while we discuss its threats to the validity in Section 6. In Sec-
tion 7, we discuss the related work. Finally, we draw conclusions
in Section 8.

2 BACKGROUND & DEFINITIONS
The goal of our work is to investigate the impact of adopting CI on
the time that is needed to deliver merged PRs. In the following, we
outline the necessary background definitions to the reader.

2.1 The pull-based development model
There are two general ways that potential contributors can sub-
mit their contributions to a software project in a distributed code-
hosting environment (e.g., GitHub):

(i) shared repository. The core team shares the read and write
accesses to the central repository, enabling external contributors to
clone the repository, work locally and push their code contributions
back to the central repository.
1https://prdeliverydelay.GitHub.io/#studied-projects

Figure 1: An overview of the pull-based development model
that is integrated with Continuous Integration. The Step 4
is only performed when CI is used.

(ii) pull-based development. This paradigm is broadly used
by contributors of open source projects to develop software in a
distributed and collaborative way. The most popular code hosting
providers, e.g. GitHub and Bitbucket allow any user to fork and
clone any public repository and send PRs [14]. A PR is a mechanism
enabled by Git that allows contributors to work locally on the forked
repository and ask to have their contributions merged into the main
repository. The writing access is not mandatory to submit PRs.
Figure 1 shows an overview of the process to send contributions
using PRs. We explain each step of the process below:

Step 1. Fork a repository. The main repository of a project is
not shared to external contributors. Instead, contributors can clone
the main repository by forking it, so they can modify the code
without interfering in other repositories and with no need of being
a team member.

Step 2. Work locally the forked repository. The contributors
develop new functionalities, fix bugs or provide features and en-
hancements to the forked repository.

Step 3. Submit the local changes to themain repository.When
changes are ready to be submitted, contributors request a pull of
such changes to the main repository by sending a PR [39]. Such PR
specifies the local branch that has to be merged into a given branch
of the main repository.

Step 4. Verify whether the PR breaks the build. The CI service
automatically merge the PR into a test branch. Next, the CI service
builds the whole project and runs the test suite to verify whether
the PR breaks the codebase. Typically, if tests fail during the process
of CI, the PR is rejected and additional changes are required to the
external contributor to improve his/her PR [39]. In case that all
tests pass during the CI process, the integrators thoroughly review
the PR before deciding to accept the contributions. This decision
is based on the quality, technical design, and the priorities of the
submitted PRs [16].

Step 5. Accept or reject a PR. After the PR submission, an inte-
grator of the main repository must inspect the changes to decide
whether they are satisfactory. In case that the changes fulfill the re-
quirements of the project, the integrator pulls them to the specified
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branch of the main repository. Otherwise, the core team may re-
quest additional changes to the external contributor to make his/her
PR acceptable. In the pull-based development, the integrator plays
a crucial role by managing contributions [16].

2.2 Continuous Integration in a pull-based
development model

CI is a set of practices that lead developers to integrate their work
more frequently, i.e., at least daily [12, 25]. All code must be main-
tained in a single repository. When a contributor commits to the
repository, an automated system verifies whether the change breaks
the codebase (Step 4 of Figure 1) [25]. The entire process must be
automated. Ideally, a build should compile the code and include
a test suite to verify whether the codebase is broken after adding
new changes. In CI, the work of developers is continually compiled,
built, and tested [39].

CI is widely used on GitHub. According to Gousios et al. [16], 75%
of GitHub projects that makes a heavy use of PRs also tend to use CI.
Several CI services, such as Jenkins, TeamCity, Bamboo, CloudBees
and Travis-CI [25] are available for development teams. Jenkins and
Travis-CI are the most used by GitHub projects [34]. Travis-CI is a
CI platform for open source and private GitHub projects. Currently,
over 300k projects are using this tool.2

3 EMPIRICAL STUDY
In this section we explain how we select the studied projects and
construct the database that we use in our analyses.

3.1 Studied Projects
Our goal is to identify projects that have a long historical data and
that adopted CI at some point of their life. We use such projects to
better understand the impact of adopting CI on the delivery time
of merged PRs. We use a similar approach as used by Vasilescu et
al. [34] to select our projects. The selection process of our projects
is shown in Figure 3. We describe each step of this process in the
following.

First, we use the GitHub API to identify the 3,000 most popular
projects that are written in the five most popular programming
languages (Java, Python, Ruby, PHP and JavaScript) of GitHub.3, 4
The popularity of a project is measured by the number of stars that
are assigned to that project.5 We performed our search on GitHub
in November 11th, 2016.

Next, we checkwhether a project adopts a CI service. In our study,
we only consider projects that use Travi-CI. Similar to Vasilescu et
al. [34], we avoid projects that use Jenkins, since the entire CI
history of such projects is not available. We identify that a given
project use Travis-CI when there are builds that are associated with
the Travis-CI API. We use the date of the first Travis-CI build as
the moment at which a project started to adopt CI. Out of 3,000
projects, 1,784 (59,5%) have used Travis-CI.

In step 3, we use the GitHub API to gather the merged PRs of
each project. We group the PRs into the before- and after-CI buckets.

2https://travis-ci.org/
3https://developer.GitHub.com/v3
4https://GitHub.com/blog/2047-language-trends-on-GitHub
5https://help.GitHub.com/articles/about-stars/

Table 1: Summary of the number of projects and released
pull requests grouped by programming language.

Language Projects PRs total PRs after CI PRs before CI

JavaScript 33 57,104 39,548 17,556
Python 23 55,003 45,896 9,107
Java 11 7,700 4,267 3,433
Ruby 10 22,864 19,667 3,197
PHP 10 19,982 14,165 5,817
Total 87 162,653 123,543 39,110

Figure 2: An overview of our data collection process.

We exclude projects that have less than 100 merged PRs in the before
or the after buckets to maintain a considerable amount of data to
perform our analyses. 156 projects remains after step 3.

In step 3, we also use the GitHub API to fetch all PRs and their
metadata for the remaining projects. We then link the PRs to their
specific releases. Such links help us to calculate the total time be-
tween when a PR was merged and when that PR was released. We
refer to this time interval as to “delivery time”. Finally, we filter out
projects that have less than 100 linked PRs in the before or after
buckets. A total of 90 projects remains.

Finally, we removed “toy projects” and projects with no releases
before or after the adoption of CI. For example, students in soft-
ware engineering courses may use GitHub for versioning their
assignments. We refer to these cases as “toy projects" because their
content are trivial and not suitable to our research. Hence, we verify
the project name and it’s README.md file to avoid toy projects
in our analyses. Out of 90 projects, 87 remains after Step 4 (33
JavaScript, 23 Python, 11 Java, 10 Ruby and 10 PHP). 123,543 PRs
were delivered after the adoption of CI, while 39,110 were delivered
before the adoption of CI (a total of 162,653 PRs, see Table 1). This
unbalanced number of PRs between project phase are related to how
long projects have adopted CI. In average, our studied projects are
5.17 years old. The adoption of Travis-CI comprises 60% of the age
of our projects. Table 1 shows the number of PRs per programming
language before and after CI.

3.2 Data collection
After we select our studied projects, we fetch PR and release meta-
data for each project. The data collection process is shown in Fig-
ure 2. Each step of the process is detailed below.

Step 1. Collect pull request information.We use the GitHub
API to collect PRs and their respective meta-data. For each PR, we
select the following attributes: author (GitHub user), pull-number,
title, description, number of added and deleted lines (churn), number
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Figure 3: An overview of our project selection process.

of changed files, number of activities, number of comments, date of
comments, state (Open, Closed, Merged), creation date, close date,
and closedBy (GitHub user).

Step 2. Link pull requests to releases. After we collect the PR
information, we collect the release information of the studied PRs.
We collect the publish date, start date, the number of commits and
the number of PRs for each release of the studied projects. We also
manually verify whether the releases are user-intended, so that we
do not consider pre, beta, alpha, rc (release candidate) releases in
our analyses. Instead, in case that a PR was released in a non-user-
intended release, we link such a PR with the next user-intended
release. For example, if a project has the following release tags:
v1.0, v1.1.pre, v1.1 and v2.0, chronologically ordered and a PR is
released in v1.1.pre release, we move the publish date of this PR to
the next user-intended release (i.e., the date of release v.1.1). We
clone all repositories of our studied projects and fetch all of their
releases tags. We then compute a diff between these tags to verify
which commit logs were added in a given tag. Next, we parse our
obtained commit logs. For instance, if we find the pattern “Merge
pull request #<X>" (which is automatically generated by Git when
a PR is merged) between release tags v1.1 and v2.0, we consider that
such a commit log was released in v2.0. By using the pattern “Merge
pull request #<X>" we could link 84.1% (162,653/193,328) of the merged
PRs to its commits. The remaining 15% may still be waiting for a
release to be shipped or the integrator might have cherry picked
the commits of these PRs. In the latter case, the pattern “Merge
pull request #<X>" is not automatically recorded in the respective
commit logs. Finally, we link merged PRs to their releases based on
the tags that are associated to the commits.

Step 3 and 4. Compute metrics and perform analyses. We
use data from Steps 1 and 2 to compute the metrics that we use in
our analyses. The detailed information about all computed metrics
for each PR is described in Section 4. We calculate these metrics
because we suspect that they share a relationship with the delivery
time of merged PRs.

4 RESULTS
In this section we present the motivation, approach, and results for
each RQ.

RQ1 - Are merged pull requests released more
quickly using continuous integration?
Motivation. In recent years, many software companies have
adopted the CI practice in their development life cycle. This wide
adoption is related to the perceived benefits that are brought by

Figure 4: The basic life-cycle of a released pull request.

CI. For instance, the risk reduction, a higher confidence of the
development team regarding their software product [11], higher
productivity, higher release frequency and predictability [32], and
the allure of delivering new features more quickly [23]. However,
there is a lack of studies that empirically check the impact of CI on
the time-to-delivery of merged PRs. In RQ1, we study the delivery
time of merged PRs before and after the adoption of CI.

Approach. Figure 4 shows the basic life cycle of a released PR:
(t1) merge phase; and (t2) delivery phase. We refer to the t1 + t2
time as to the lifetime of a PR. In RQ1, we analyze the merge and
delivery phases. Themerge phase (t1) is the required time for PRs to
be merged into the codebase, whereas the delivery phase (t2) refers
to the required time for PRs to be released after they have been
merged, i.e., ready to be delivered to end-users.

We use Mann-Whitney-Wilcoxon (MWW) tests [35] followed
by Cliff’s delta effect-size measures [6]. The MWW test is a non-
parametric test whose null hypothesis is that two distributions
come from the same population (α = 0.05). Cliff’s delta is a non-
parametric effect-size metric to verify the magnitude of the dif-
ference between the values of two distributions. The higher the
Cliff’s delta value, the greater the difference between distributions.
A positive Cliff’s delta shows how larger are the values of the first
distribution, while a negative Cliff’s delta shows the opposite. We
use the thresholds provided by Romano et al. [28], i.e. delta < 0.147
(negligible), delta < 0.33 (small), delta < 0.474 (medium), and
delta >= 0.474 (large). We use such statistical tools to analyze the
entire life-cycle of a PR before and after CI. First, we analyze the
PR delivery time (t2). Then, we analyze the (t1) merge time. Finally,
we investigate PR lifetime (t1 + t2).

Results. Only 51.3% of the projects deliver merged PRs more
quickly after the adoption of CI. Out of our 87 projects, we ob-
serve that 82.7% (72/87) obtained significant p−values (i.e., p < 0.05)
when comparing the delivery time of merged PRs before and after
adopting CI. Surprisingly, we observe that only 51.3% (37/72) of these
projects deliver merged PRs more quickly after adopting CI. Our
analyses indicate that 82.7% (72/87) of the projects have a statistical
difference on the delivery time of merged PRs, but a small median
Cliff’s delta of 0.304.

In 73% (46/63) of the projects, PRs are merged faster before
adopting CI.A total of 72.4% (63/87) of the projects have a statistical
difference on the time to merge PRs with a median Cliff’s delta of
0.206 (small). With respect to such projects, we observe that 73%
(46/63) merge PRs more quickly before CI.

Surprisingly, in 54% of the projects, PRs have a longer life-
time after adopting CI. We observe that in 54% (47/87) of our
projects, PRs have a larger lifetime after adopting CI. 71.3% (62/87) of
these projects have a statistically significant difference (p-value <
0.05) and a non−neдliдible median delta between the distributions



Studying the Impact of Adopting Continuous Integration on the Delivery Time of Pull RequestsMSR ’18, May 28–29, 2018, Gothenburg, Sweden

of lifetime of PRs (delta >= 0.147). 37.1% (23/62) of such projects
obtained a large delta (median 0.604), while 22.6% (14/62) and 40.3%
(25/62) of the projects obtainedmedium and small deltas, respectively
(medians of 0.362 and 0.223). Regarding the projects that obtained
a p − value < 0.05, we observe that 51.6% (32/62) have a shorter
PR lifetime before adopting CI, while 48.4% (30/62) had a shorter PR
lifetime after adopting CI.
Surprisingly, only 51.3% of the projects deliver merged PRs more
quickly after adopting CI. In 54% (47/87) of the projects, PRs expe-
rience a longer lifetime after the adoption of CI. Finally, PRs are
merged faster before adopting CI in 71.3% (63/87) of the studied
projects.

RQ2 - Does the increased development activity
after adopting CI increase the delivery time of
pull requests?
Motivation. In RQ1, we find that only 51.3% of the projects deliver
merged PRs more quickly after adopting CI. Also, in 54% (47/87) of
the projects, PRs experience a longer lifetime after adopting CI.
These results contradict our assumption that merged PRs would
be delivered more quickly after the adoption of CI in the great
majority of our projects. Although the adoption of CI is motivated
by the increase of the release frequency and predictability [32],
our results suggest a different trend. Hence, we are inclined to
ask the following question: Why do 54% of our studied projects
have PRs that experience a longer lifetime after the adoption CI?
This investigation is important to better understand the impact of
adopting CI in software development.

Approach. Similar to RQ1, we use Mann-Whitney-Wilcoxon
tests [35] and Cliff’s deltas [6] to analyze the data. We also use
box plots [36] to visually summarize and perform comparisons. In
RQ2, we investigate whether the increase on the lifetime of PRs
after adopting CI is related to a significant increase in the PR sub-
mission, merge and delivery rates after adopting CI. We group
our dataset into two buckets: before and after the adoption of CI.
For each bucket, we count the number of PRs that are submitted,
merged and delivered per release. We perform three comparisons
in this RQ. First, we compare whether the PR submission, merge
and delivery rates per release significantly increase after adopting
CI. Next, we verify whether there is a statically difference in the
release frequency of the projects after adopting CI. A high increase
or decrease in the release frequency also may lead to an increase or
decrease in the PR delivery rate per release, once the release size
changes. In addition, we use the Pearson correlation test [2], which
tests whether the correlation between two variables is significant.
The Correlation Coefficient (CC) between two variables is comprised
between −1 and 1. A CC of −1 indicates a strong negative correla-
tion, i.e., every time x increases, y decreases. A CC of 0 indicates no
correlation between the two variables, while 1 indicates a strong
positive correlation, i.e., when x increases, y also increases.

Results. 71.3% (62/87) of the projects increase PR submissions
after adopting CI. Figure 5 shows the distributions of the number
of submitted, merged and delivered PRs per release for the stud-
ied projects. We observe that projects tend to submit a median of
42.6 PRs per release after adopting CI, while a median of 15.3 PRs
before adopting CI. A Wilcoxon signed rank test reveals that the
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Figure 6: Releases per year before and after CI.

increase in the number of PR submissions is statistically significant
(p −value = 0.0001547), with a Cliff’s delta of 0.332 (medium effect-
size).We also observe a significant increase in the number ofmerged
PRs per release after the adoption of CI (p − value = 7.897e − 05,
with amedium Cliff’s delta of 0.347). The number of merged PRs per
release increases from 10.4 (median) before CI to 27.9 after CI. Inter-
estingly, we also observe an increase in the sum of PR code churn
per release after adopting CI. We obtain a p − value = 0.002273
and a Cliff’s delta value of 0.27 (small). This significant increase
in the PR code churn per release might also explain the increased
lifetime of PRs after adopting CI. Since more code modifications
are performed in the PRs of the releases after CI, it may require a
longer time to review, merge and deliver such PRs.
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Figure 8: PR contributors per release.

After adopting CI projects deliver 3.43 times more PRs per
release than before CI. When we turn to PR throughput per re-
lease, we find that the number of delivered PRs per release also
highly increases after the projects adopting CI, it increases from 9.2
before CI to 31.7 after CI (see Figure 5c). Furthermore, the increase
on the number of delivered PRs per release after CI is statistically
significant (p−value = 1.366e−05, with a Cliff’sŹdelta of 0.3819527,
which is considered medium).

We do not observe a significant difference of release fre-
quency after adopting CI. A great increase in the PRs submis-
sion may be related to an increase in the release frequency after
adopting CI. Figure 6 shows the distributions of the number of
releases per year before and after the adoption of CI for each of the
studied projects. In the median, projects tend to ship 12.03 releases
per year before CI, while it drops to 10.15 after CI. We obtain a
p −value = 0.146, which indicates that the release frequency per
year before and after CI are statistically insignificant. Our results
suggest that the high increase in the number of delivered PRs per
release after adopting CI is unlikely to be linked with an increase
in the number of releases frequency. We investigate whether the
increased number of delivered PRs is due to an increase in the
number of contributors after the adoption of CI.

We find that 75.9% (66/87) of the studied projects tend to in-
crease the number of PR contributors per release after adopt-
ing CI. Figure 8 shows the distributions of the number of contribu-
tors per release both before and after the adoption of CI. The number
of PR contributors per release increases from 4.4 (median) before
CI to 11.2 after CI. We observe that the number of PR contributors
is statistically significant (p −value = 2.525e − 06), with a Cliff’s
delta of 0.413, which is considered medium.

Despite the increase in both the number of delivered PRs per
release and in the number of PR contributors per release after the
projects adopting CI, we did not observe a statistically correlation
between these variables. Our results show that the number of deliv-
ered PRs per release and the number of PR contributors per release
have small positive coefficient correlation of 0.1906346. Further-
more, a Pearson correlation test reveals that this correlation is not
statistically significant (p − value = 0.07695). Our observations
suggest that the higher increase of delivered PRs after the adoption
of CI is not tightly related to the increase in the number of releases
or contributors. Such increase in the number of delivered PRs might

Figure 9: Overview of the process that we use to build our
explanatory models.

be due to the quicker feedback and automated tests that are pro-
vided by CI. A qualitative study with developers may shed more
light upon this matter. We further discuss this issue in Section 6.
After adopting CI, projects deliver 3.43 times more PRs per release
than before CI. The large increase on the PR submission, merge
and delivery rate after CI is a possible reason as to why projects
may deliver PRs more quickly before adopting CI.

RQ3 - What factors impact the delivery time
after adopting continuous integration?
Motivation. In RQ1 and RQ2, we study the impact of adopting CI
on the delivery time of merged PRs. We observe that in only 51.3%,
of the projects, PRs are delivered more quickly after the adoption
of CI. One possible reason for that, is the increase of PR submis-
sions after the adoption of CI. Nevertheless, it is also important
to understand what are the characteristics of the delivery time of
merged PRs before and after the adoption of CI. Such information
may help project managers to track and avoid a high delivery time.

Approach.We use multiple regression modeling (Ordinary Least
Squares) to describe the relationship between X (i.e., the set of ex-
planatory variables, e.g., churn, description length), and the response
variable Y , i.e., the delivery time of merged PRs in terms of days. In
addition, we control covariates that might influence the results. For
each project, we build two explanatory models, one using the PRs
data before CI, and another using PRs data after CI. Table 2 shows
the definition and rationale for each variable of our explanatory
models. We model our response variable Y as the time between
when a PR was merged and when that PR was released (i.e., delivery
time).

We follow the guidelines of Harrell Jr. [18] for fitting linear
models. Figure 9 shows an overview of the process that we use to
build our statistical models. In the first step, we estimate the budget
(degrees of freedom, or simply D.F.) that we can spend in our models.
Then, we account for similarity and correlation of our explanatory
variables by using the Spearman rank correlation test. This test
checks the metrics that are highly correlated with another one in
order to remove them before building our explanatory models. In
the second step, we assess the fit of our linear regression models
using the R2. The R2 corresponds the proportion of the variability
in Y that can be explained by usingX . In general, it is a challenge to
determine what is a good R2 value, since it depends on the nature
of the problem that is being investigated [20]. In this study, we
consider for our analyses, only the models that achieve R2 values
higher than 0.5. In other words, we ensure that at least 50% of the
variability of our data is explained by our models. We analyze 34



Studying the Impact of Adopting Continuous Integration on the Delivery Time of Pull RequestsMSR ’18, May 28–29, 2018, Gothenburg, Sweden

Table 2: Metrics that are used in our explanatory models.

Dimension Atributes Type Definition (d) | Rationale (r)

Resolver

Contributor Experience Numeric

d: The number of previously released PRs that were submitted by the contributor of a particular PR.
We consider the author of the PR to be its contributor.
r: The greater the experience and participation of a user within a specific open source project, the
greater his/her chance of having his/her PR reviewed and integrated into codebase of such project by
its core integrators [31].

Contributor Integration Numeric
d: The average in days of the previously released PRs that were submitted by a particular contributor.
r: If a particular contributor usually submit PRs that are merged and released quickly, his/her future PR
might be merged and released quickly as well [9].

Pull Request

Stack Trace Attached Boolean

d: We verify if the PR report has an stack trace attached in its description.
r: If the PR provide a bug fix, a stack trace attached may provide useful information regarding the
causes of the bug and the importance of the submitted code, which may quicken the merge of the PR
and its delivery in a release of the project [29].

Description Size Numeric
d: The number of characters in the body (description) of a PR.
r: PRs that are well described might be more easier to merge and release than PRs that are more difficult
to understand [9].

Project

Queue Rank Numeric

d: The number that represents the moment when a PR is merged compared to other merged PRs in the
release cycle. For example, in a queue that contains 100 PRs, the first merged PR has position 1, while
the last merged PR has position 100.
r: A PR with a high queue rank is a recently merged PR. A merged PR might be released faster/slower
depending of its queue position [9].

Merge Workload Numeric

d: The amount of PRs that were created and still waiting to be merged by a core integrator at the
moment at which a specific PR is submitted.
r: A PR might be released faster/slower depending of the amount of submitted PRs waiting to be merged.
The higher the amount of created PRs waiting to be analyzed and merged, the greater the workload of
the contributors to analyze these PRs, which may impact the delivery time of them.

Process

Number of
Impacted Files Numeric

d: The number of files linked to a PR submission.
r: The delivery time might be related to the high number of files of a PR, because more effort must be
spent to integrate it [21].

Churn Numeric
d: The number of added lines plus the number of deleted lines to a PR.
r: A higher churn suggests that a great amount of work might be required to verify and integrate the
code contribution sent by means of PR [21, 26].

Merge Time Numeric
d: Number of days between the submission and merge of a PR.
r: If a PR is merged quickly, it is more likely to be released faster.

Number of Activities Numeric
d: An activity is an entry in the PR’ history.
r: A high number of activities might indicate that much work was required to turn the PR acceptable,
which may impact the integration of such PR into a release [21].

Number of Comments Numeric
d: The number of comments of a PR.
r: A high number of comments might indicate the importance of a PR or the difficulty to understand it
[13], which may impact its delivery time [21].

Interval of Comments Numeric

d: The sum of the time intervals (days) between comments divided by the total number of comments of
a PR.
r: A short interval of comments indicates the discussion was held with priority, which suggest that the
PR is important, thus, the PR might be delivered faster [9].

Commits per PR Numeric

d: Number of commits per PR.
r: The higher the number of commits in a PR, the greater the amount of contribution to be analyzed by
the project integrators, which might impact the delivery time of the PR.

models in total — 18 using PRs data before CI, and 16 using data
after CI. While R2 gives an indication of how much variability
may be explained by our models, this metric may also be very
dependent of the specific data to which our models were fitted, i.e.,
overfitted [24]. Therefore, in the next step, we assess how stable are
our models by computing the optimism-reduced R2. The optimism
of the R2 is computed as follows: (i) we count the DF that are spent
to fit the original model, then we select a bootstrap sample to fit
another model with the same DF of the original model; (ii) we
compute the R2 of both models that were fitted for the bootstrap
and the original samples. The optimism is the difference of the R2
statistics of the original and bootstrap samples. In our analyses, we
fit models for 1,000 bootstrap samples and the average optimism
is computed. The R2 optimism-reduced is calculated by subtracting
the average optimism from the initial R2 estimate. Finally, we use

the Wald X 2 maximum likelihood test to evaluate the impact that
each explanatory variable has on the models that we fit. The larger
the X 2 value for a variable, the larger the impact of such a variable
on the models to explain the variance of the response variable [9].
Then, we analyze the relationship that the most impactful variables
share with the response variable (delivery time). To do this, we use
the Predict function of the rms package of the R language to plot the
change in the delivery time against the change in each impactful
variable while holding the other variables constant at their median
values.

Results. Our models achieve a median R2 of 0.64 using pull
request data before CI, while achieving 0.67 after CI.Moreover,
themedian bootstrap-calculated optimism is less than 0.069 for both
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(a) Explanatory power of variables before adopting CI.
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(b) Explanatory power of variables after adopting CI.

Figure 10: Distributions of the explanatory power of each variable of our models.
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Figure 11: The number of models per most influential vari-
ables.

set ofR2 of our set of models.6 These results suggest that our models
are stable enough to perform the statistical inferences that follow.

The “merge workload” is the most influential attribute in
themodels that we fit for data before the adoption of CI.Merge
workload represents the number of PRs competing to be merged
(see Table 2). Figure 10 shows the distributions of the explanatory
power of each variable of our models. The higher the median of the
explanatory power for a variable, the higher the influence that such
a variable has on the delivery time of PRs. We observe that merge
workload has the largest influence on our models to explain delivery
6https://prdeliverydelay.GitHub.io/#rq3-r-squared-and-optimism

time be f ore the adoption of CI. Our models reveal that the higher
the merge workload of the project, the higher the delivery time
of their PRs. Figure 11 shows each explanatory variable and the
number of models for which these variables are the most influential.
Indeed, merge workload is the most influential variable in (9/18)
of models that we fit using data before CI. Figure 12 shows the
relationship that the most influential variables of our models share
with delivery time. The relationship between merge workload and
delivery time is shown in Figure 12a. We choose 3 out of the 34
models with the higher R2 to plot the relationships. Nevertheless,
the rest of our models produce the same trend.7

The “queue rank” variable is the most influential variable
in ourmodels using data after the adoption of CI.Queue rank is
the moment when a PR is merged with respect to other merged PRs
in the release cycle. Figure 12b shows the relationship that queue
rank shares with delivery time. Our models reveal that merged PRs
have a lower delivery time when they are merged more recently
in the release cycle. In addition, contributor integration is the third
most influential variable in our models for both data before and after
the adoption of CI. Contributor integration represents the average
in days of the previously delivered PRs that were submitted by a
particular contributor. Our models also reveal that if a contributor
has his/her prior submitted PRs delivered quickly, his/her next
submitted PRs tend to be delivered more quickly (Figure 12c).

Our models suggest that “merge workload” is the most influential
variable to model the delivery time of merged PRs, before the adop-
tion of CI. Additionally, our models show that, after CI, merged PRs
have a lower delivery time when they are merged more recently
in the release cycle.

7https://prdeliverydelay.GitHub.io/#rq3-variables-explanatory-power

https://prdeliverydelay.GitHub.io/#rq3-r-squared-and-optimism
https://prdeliverydelay.GitHub.io/#rq3-variables-explanatory-power
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Figure 12: The relationship between the most influential
variables and delivery time.

5 DISCUSSION
In this section, we outline the implications of our quantitative obser-
vations for both research and practice in the software engineering
field.

Continuous integration is not a silver bullet. Through our
quantitative analyses, we observe that continuous integration does
not always reduce the time for delivering merged PRs (i.e., new soft-
ware functionalities) to end users. In fact, by analyzing 87 projects,
we observe that only 51% of the projects deliver merged PRs more
quickly after adopting CI (Section 4 - RQ1). If the decision to adopt
CI is mostly driven by the allure of quickening the delivery of
merged PRS [23], such a decision must be more carefully consid-
ered by development teams. Finally, previous research suggest that
the adoption of CI increases the release frequency of a software
project [19]. However, we did not observe such an increase in our
quantitative analyses (Section 4 - RQ2).

Does CI stimulate more contributions? We observe that the
adoption of CI is associated with a higher number of contributors,
PR submissions, and a higher sum of PR churn per release (Section
4 - RQ2). Future research should be invested to better understand
whether the adoption of CI leads projects to receiving more con-
tributions when compared projects that did not adopt CI in their
life-cycles.

There exists hope for later merged PRs. We observed that, af-
ter the adoption of CI, our studied projects tend to deliver the last
merged PRs more quickly (Section 4 - RQ3). Hence, contributors
should not be discouraged to wok on advancing their PRs inte-
gration (e.g., engaging code reviewers) despite the late stage of a
release cycle. Finally, we observe that contributors whose previous
submitted PRs were merged and delivered quickly, are also likely
to have their future PRs delivered quickly. Hence, we recommend

that the first PR submissions of a new contributor should be care-
fully crafted in order to maintain a successful track record in their
projects (so that their future PRs are delivered more quickly).

6 THREATS TO THE VALIDITY
In this section, we discuss the threats to the validity of our study.

Construct Validity. The construct threats to validity are con-
cerned with errors caused by the methods that we use to collect
our data. We use the GitHub API to develop tools to collect our
data. We also develop tools to link PRs to their respective releases.
Bugs in these tools may influence our results. However, we use
subsamples of the studied projects to carefully assess our tools’
outcomes, which produced consistent results.

Internal Validity. Internal threats are concerned with the abil-
ity to draw conclusions from the relationship between the depen-
dent variable (the delivery time of merged PRs) and independent
variables (e.g., release commits and queue rank).

The method that we use to link PRs to releases may not match
the actual number of delivered PRs per release. For instance, if a
version control system of a project have the following release tags
v1.0, v2.0, no-ver and v3.0, we remove the no-ver tag. If there are
PRs associated with the no-ver release, such PRs will be associated
to the release v3.0. However, only 5.36% (403/7519) of our studied
releases are included in this case.

With respect to our explanatory models, the predictors that we
use in our models are not exhaustive. Although our models achieve
sound R2 values, other variables may be used to improve perfor-
mance (e.g., a boolean indicating whether a PR is associated with
an issue report and another boolean that verifies whether a PR was
submitted by a core developer or an external contributor). Never-
theless, our set of predictors should be approached as a preliminary
set that can be easily computed rather than a final solution.

External Validity. External threats are concerned with the ex-
tent to which we can generalize our results [27]. In this work we
analyzed 162,653 PRs of 87 popular open source projects from
GitHub. All projects adopt the most popular CI server on GitHub,
i.e., Travis-CI. We recognize that we cannot generalize our results
to any other projects with similar or different settings (e.g., private
software projects). Nevertheless, in order to achieve more generaliz-
able results, replication of our study in different settings is required.
For replication purposes, we publicize our datasets and results to
the interested researcher.8

7 RELATEDWORK
In this section, we situate our study with respect to prior work that
analyze the impact of adopting CI in open source projects.

Despite the wide adoption of Agile Release Engineering (ARE)
practices (i.e., continuous integration, rapid releases, continuous
delivery and continuous deployment), there is still a lack of empiri-
cal studies that investigate the impact that these practices have on
the software development activities, i.e., in terms of productivity
and quality. Through a systematic literature review, Karvonen et al.
[22] analyzed 619 papers and selected 71 primary studies that are
related to ARE practices. They found that only 8 out of the 71 pri-
mary studies empirically investigate CI. Karnoven et al. highlights
8https://prdeliverydelay.GitHub.io/#datasets

https://prdeliverydelay.GitHub.io/#datasets
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that empirical research in this field is highly necessary to better
understand the impact of adopting CI on software development.

Hilton et al. [19] analyzed 34,544 open source projects from
GitHub and surveyed 442 developers. The authors found that 70%
of the most popular GitHub projects use CI. The authors found that
CI helps projects to release more oftenly and that the CI build status
may lead to a faster integration of PRs. Differently for Hilton et al.,
we quantitatively observe that CI do not lead to an increase in the
release frequency. Instead, more PRs are integrated into releases
after the adoption of CI.

Vasilescu et al. [33] studied the usage of Travis-CI in a sample of
223 GitHub projects written in Ruby, Python and Java. They found
that the majority of projects (92.3%) are configured to use Travis-CI,
but less than half actually use it. In a follow up research, Vasilescu
et al. [34] investigated the productivity and quality of 246 GitHub
projects that use CI. They found that projects that use CI merge PRs
more quickly when they are submitted by core developers. Also,
core developers find significantly more bugs when using CI. We
use a similar approach as used by Vasilescu et al. [34] to identify
projects that use Travis-CI. We also analyze the merge time of PRs
and find that the majority of the studied projects merge PRs more
quickly before CI. In addition, we also observe that the number of
merged PRs per release is higher after adopting CI for most of the
projects.

Regarding the acceptance and latency of PRs in CI, Yu et al. [39]
used regression models in a sample of 40 GitHub projects that use
Travis-CI. The authors found that the likelihood of rejection of a
PR increase by 89,6% when the PR breaks the build. The results
also show that the more succinct a PR is, the greater the probability
that such a PR is reviewed and merged earlier. We complement the
prior work by analyzing the most influential factors that impact
the delivery time of merged PRs before and after the adoption of CI.

Zhao et al [40] conducted an empirical study to investigate the
transition to Travis-CI in a large sample of GitHub open-source
projects. They quantitatively compared the CI transition in these
projects using metrics such as commit frequency, code churn, pull
request closing, and issue closing. In addition, they conducted a
survey with a sample of developers of those projects. They used
a set of three questions related to the adoption of Travis and CI.
They also asked how their development process was adapted to
accommodate the transition to CI. The main results of their study
are: (i) a small increase in the number of merged commits after CI
adoption; (ii) a statistically significant decreasing in the number of
merge commit churn; (iii) a moderate increase in the number of
issues closed after CI adoption; and (iv) a stationary behavior in
the number of closed pull requests as well as a longer time to close
PRs after the CI Adoption. As opposed to Zhao et al [40], our study
focuses on the analysis of delivered pull requests. We find that for
54% of projects, the submitted PRs experience a longer lifetime
after the adoption of Travis-CI. Moreover, we observe that PRs are
delivered 3.43 times more per release after the adoption of CI.

Other work has studied the delivery time of new features, en-
hancements, and bug fixes [4, 5, 8, 9]. Costa et al. [9] investigated
the impact of switching from traditional releases to rapid releases
on the delivery time of fixed issues of the Firefox project. They used
predictive models to discover which factors significantly impact
the delivery time of issues in each release strategy. Differently from

prior work, our study focuses on the impact of adopting CI on the
time-to-delivery of merged PRs.

8 CONCLUSION
We perform an empirical study that investigates the impact of
adopting CI on the time-to-delivery of merged PRs. We use 162,653
PRs of 87 GitHub projects to explore the factors that affect (and
improve) the time to deliver PRs. In this study, we observe the
following:

• In 54% (47/87) of the projects, submitted pull requests experi-
ence a longer lifetime after the adoption of continuous inte-
gration. Furthermore, PRs are merged faster before adopting
CI in 71.3% (63/87) of the studied projects.
• One possible reason for the faster delivery of PRs before CI, is
the considerable increase on the number of PR submissions
and the release churn after the adoption of CI. 71.3% (62/87) of
the projects that adopt CI increase the rate of PR submissions.
• The main factor that affect the time-to-delivery of merged
PRs before the adoption of CI is the merge workload, which
represents the number of submitted PRs competing for being
merged. The models also show that queue rank (i.e., the time
at which a PR is merged during a release cycle) also have
the strongest impact on the time to deliver merged PRs after
the adoption of CI.

Open source projects that plan adopt CI should be aware that
the adoption of CI will not necessarily deliver merged PRs more
quickly. On the other hand, as the pull-based development can
attract the interest of external contributors, and hence, increase the
projects workload, CI may help in other aspects, e.g., delivering
more functionalities to end users (see RQ2).

Our work is the first to explore the impact of CI on the time-
to-delivery of PRs in software development. However, more work
is necessary to better understand and improve the activities of
integrating and delivering PRs. Further research on the field can
investigate additional projects, programming languages, and build
tools, in order to help developers and project managers to be aware
of the estimated time-to-delivery of new PRs based on their charac-
teristics. Finally, replications of this study in different settings (e.g.
private initiative) is necessary.
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